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develops robots to help people
iNn the home and in the field.

By KRISTINA GRIFANTINI
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n Holly Yanco's office, robots of every sort—windup, stuffed, and
model, ranging from C-3PO to Bender—vie for space with the
hundreds of brightly colored Pez dispensers that line the three
crowded shelves, the counters, and the top of the whiteboard.
Nestled among the toys is a small, worn wheel, slightly larger than
a doughnut. Yanco, who directs the robotics lab at the University of
Massachusetts, Lowell, holds it up. “This is the end of my thesis,” she
says with a chuckle. As a doctoral candidate at MIT in the late 19gos,
Yanco developed a robotic wheelchair she called “Wheelesley.” (She'd
started working on itas a visiting lecturer at Wellesley, her alma mater.)
Wheelesley's stereo vision system and distance sensors allow it to
automatically identify and navigate around obstacles such as poles
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and steep drop-offs like curbs or stairs.“I was testing the robot over
by Building 34, and the castorjust cracked,” she recalls. “This was
aboutaweek before my defense.” A fellow grad student helped her
push the wheelchair back across campus, and she found a vendor
to overnight a replacement part. She keeps the cracked wheel on
the shelfto remind her students that technical difficulties encoun-
tered by doctoral candidates—and obstacles faced by people with
mobility issucs—arc part of life. But it's also a reminder that such
problems can be overcome.

Yanco’s no-nonsense approach has served her well in her effort
to develop both robotic aids for people with disabilities and remote-
controlled robots that can help do such things as look for disaster
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survivors. Both kinds of robots, Yanco says, require intuitive user
controls, sophisticated sensors, and intelligent mapping capa-
bilities. And to increase the chances that such robots will be truly
useful outside thelab, she thinks carefully about finding the right
balance between human control and robot autonomy.

“When you're driving down the street, there are a lot of things
you do with small corrections that you don't even think about,”
she explains. “You're thinking about the higher level—do [ need
to turn at the next intersection. But when you have someone in
a wheelchair who has trouble with fine motor control, all of the
really tiny controls are just as much effort as the large controls. If
you can ... just have them think about the larger stuff, it can make
it easier for them to drive the chair.” For example, Yanco says, a
wheelchair user who wants to go to a room on the third floor of
a hotel should need only to say the room number, and the robot
should be able to manage each smaller step: going from the lobby
to the elevator, pushing the elevator button, entering the eleva-
tor, pushing the floor button, finding the room, opening the door,
and entering.

Yanco soldered her first robot at a computer camp the sum-
mer after eighth grade. As kids, she and her brother, now a math
teacher, played whatever video games they could get their hands
on; when Pac-Man got too casy, they played it with their feet. At
Wellesley, she double-majored in philosophy and computer sci-
ence and took advantage of the opportunity to cross-register at
MIT, where she took classes in electrical engineering and com-
puter vision; she ultimately completed her undergraduate thesis
under an MIT advisor. _

As a master’s candidate at MIT, Yanco started thinking about
wheelchairs after meeting David Miller, a visiting research scien-
tist who organized the first robotic wheelchair exhibitat the 1995
International Joint Conference on Artificial Intelligence. That's
where Yanco introduced an early version of Wheelesley. Although
sheintended to work on robotic vision for her PhD, she gravitated
back to wheelchairs when her thesis advisor, robotics guru Rodney
Brooks, observed that she seemed more excited when she talked
about Wheelesley. After earning her PhD, she taught at Boston Col-
lege for two semesters before UMass Lowell recruited her to start
its robotics lab. Wheelesley, of course, went along for the ride.

Before Wheelesley, most robotic wheelchairs were usable only
indoors, and many relied on known maps. But Yanco wanted to
create a chair that could understand where a user wanted to go and
avoid outdoor obstacles to get there. She’s developing a new ver-
sion of Wheelesley (known as Wheeley) that will be able to learn
the most direct route to any location by updating an internal map,
just as humans do. Two cameras serve as Wheeley's eyes, collect-
ing the information it uses to build its map. (Positioned about four
inches apart, the cameras work in stereo to give the robot depth
perception.) Software designed by one of Yanco's collaborators lets
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it interpret the optical characters that appear in signs, including
numbers, letters, and punctuation; the ability to interpretarrows
and other symbols is in the works. Soon Wheeley will be able to
recognize door handles and elevator buttons as well.

Inaddition to enhancing Wheeley's intelligent mapping, Yanco's
group is working on improving robotic arm attachments that can
recognize and grasp objects. Though such devices already exist,
they are not only expensive—the Assistive Robotic Manipula-
tor (ARM) made by the Dutch company Exact Dynamics costs
$15,000 and up—butalso hard to manage. Those who want to use
the ARM must undergo scveral training sessions and study a thick
manual detailing a complex series of joystick movements. Yanco
envisions a robot that can figure out how to retrieve any object
the user indicates.

At Lowell, Yanco and doctoral candidate Kate Tsui have devel-
oped an intuitive system for controlling the ARM, A user sitting
in a wheelchair outfitted with the attachment and a touch screen
will be able to touch an image of an object on the screen to tell the
robotic arm to retrieve the object. Yanco has also added two color
cameras, one on the ARM’s shoulder and a smaller one between the
two fingers of its gripper. Images from the cameras, displayed ona
separate color touch screen, show what's in front of the attachment.
Inthelab,the ARM is mounted on a tripod about waist high in front
of three wooden shelves containing nine objects, such as a coffee
mug, a bottle of Advil, and several cups of different colors. When
Tsui taps the image of a blue plastic cup on-screen, the 32-inch arm
slowly unfurls, rotating at its shoulder and wrist, and extends so
that its gripper hovers near the correct cup, which it identifies by
color. Software developed by Yanco's colleagues at the University
of Central Florida enables the ARM to grasp and retrieve the object.
Yanco's group has started testing the touch screen and arm at the
Crotched Mountain Rehabilitation Center in New Hampshire,
where wheelchair users report that it is easy to use.

Yanco’s group is also developing alow-costarm attachment that
can open doors. A prototype of the new arm’s gripper, which can
open, close, and turn in either direction, is powered by only one
motor, to keep the arm within the $1,000-to-$2,000 range. The
prototype opens a door when a user points abeam oflight at it with
ajoystick-controlled laser. But ultimately, Yanco hopes to make it
smart enough to reach for doorknobs automatically.

Yanco’s work on intuitive human controls and environmental
mappingis also applicable to robots designed to look for survivors
of disasters in dangerous terrain. Her lab has created a sophis-
ticated yet easy-to-use system to manage the rugged ATRV-Jr
(known as Junior) developed by iRobot, a company that Brooks
cofounded and that's behind the robotic vacuum cleaner Roomba.
About knee-high and equipped with four bulky wheels and two
cameras, Junior is controlled with a joystick and a keyboard. Users
who don’t understand the controls may damage the robot or the
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cameras, or fail to use them effectively—a danger that's amplified
when a collision could cause rubble to collapse. So Junior needed
an intuitive navigation interface.

The urban search and rescue (USAR) interface that Yanco's
group developed looks like a video-game display, with five boxes
on the operator’s computer screen; two show the views from the
robot’s frontand rear cameras, and the user can use ajoystick to tilt
or pan. A third box displays a feed from a thermal camera, which
allows the user to “see” in dark or dust-filled environments. The
robot also uses a laser measurement sensor (accurate at up to 8o
meters) and a sonar ring (accurate at up to 2 meters) to build a map
of theimmediate area and any obstacles it contains. The map shows
upinagraybox, with ared blob marking Junior’s path, so the user
can drive the robot even without visual feedback from the front
and rear cameras. Another, zoomed-out version of this map in the
corner of the screen shows the big picture. In tests ata simulation
arena in Gaithersburg, MD, Yanco found that when the robot’s
controllers used the new interface, the robot bumped into things
far less often than it did when they used the existing interface.

Yanco also works with a device that resembles those deployed
at the World Trade Center after 9/11, the first disaster site where
search-and-rescue robots were used. This smaller, resilient
scarcher (called VGTV, for “variable-geometry tracked vehicle”)
is afolding bot with three wheels on each side. The wheels, which
are connected by a tread, can form a triangle or flatten in order to
climb over most kinds of objects and get through tight spaces. A
rotating camera allows the bot to see forward and backward, an
advantage in tight corridors where it can’t turn around. A long
tether provides power and transmits video data collected by the
robot. Yanco’s group turned the interface, which originally dis-
played lists of numbers indicating the tilt of the camera and the
shape of the robot, into a display that shows the robot’s shape
and path graphically. Yanco'slab is also coupling a tabletop touch
screen to both the VGTVs and Junior so that users can steer the
bots by moving their fingers along the video display.

“I think we're at this place where we're really going to see these
robotics grow even faster than we already have.” says Yanco, who
has a good vantage on the field’s future as chair of the annual New
England “Botball” tournament for middle-and high-school students.
She also cofounded the Artbotics project, which encourages high-
school and college students to pursue computing through the design
and construction of interactive art projects for a local museum.

When she started working with robots in the 19gos, Yanco says,
researchers didn’t think about actually deploying their inventions
in the real world; they just hoped their robots would work the
next day. Butadvances in computer technology and cameras have
changed all that. “Now we have robots out in the field. There are
robots in Iraq, Afghanistan, in houses vacuuming,” she says. “I
think it's been a really exciting time for robotics.” #
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