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Abstract—This paper studies the impact of camera location teams is the concept of having an overhead camera that is
and multi-camera fusion with real robots in an urban search capable of seeing the robot chassis [7]. The argument is
and rescue task through two sets of experiments. In the first, yhat the apility to see the robot and its local environment

we compared a camera with an overhead view to a traditional . , . .
forward looking camera. In the second, we compared the use of a gives the operator a better sense of the robot’s location with

single forward looking camera to the use of two cameras, one on FéSpect to obstacles, victims, or other potential difficulties.
the front of the robot and one on the rear. Our experiments show Several USAR teams with overhead cameras have been quite
that an overhead view that includes the robot chassis significantly syccessful in the competitions. However, the importance of the

increases the situation awareness of the operator as measured by, arhead viewpoint relative to other factors is not clear given
the number of collisions during a maze traversal. We also found .
the complexity of the USAR robot systems.

that having two cameras, one forward-facing and one rear-facing, - .
results in improved situation awareness. The addition of the rear- ~ Wang et al. have undertaken experiments on camera ori-

facing camera also eliminates many of the collisions that typically entation in a simulated USAR environment [16]. They com-
occur in the back of the robot when using a single camera. pared the difference between gravity referenced cameras that
maintain a single orientation relative to gravity and egocentric
cameras that are fixed on the robot. In their study, the gravity

Robots used for urban search and rescue [USAR] are deferenced camera, which allowed users to perform the task
ployed in dangerous areas and controlled by a remote operabetter, also included a view of the front of the robot chassis
The USAR task is particularly challenging for developer® give the user a sense of the robot’s orientation relative to
of (semi-)autonomous robot systems. A typical disaster sigeavity. In their discussion, they mention that they were not
presents many challenges for robot navigation [3], [4], [10&ble to separate the effects of the camera orientation from the
To further research in the area, USAR is entering its sixth yefact that the robot’s chassis was visible in the overhead view,
as a competitive research challenge for roboticists, with teasiace they did not test the case of a gravity-referenced camera
worldwide developing hardware and software platforms for theithout the robot’s chassis in view.
task. Most of the successful teams have used some form oHughes et al. [6] have undertaken similar studies of coupling
teleoperation, with video as the primary means of giving trend decoupling the robot and camera motion, including a case
operator a sense of awareness of the robot's environment. with two cameras and integrated views. Like Wang et al., they

Situation awareness, the operator's knowledge of the robat'sed the USAR simulator described in [15].
immediate and larger-scale environment, is one of the mostAnother experiment using the USAR simulator tried to solve
critical factors in success at teloperation tasks [12]. To achiethee “soda straw” view of the world normally provided by a
better situation awareness (SA), teams have tried a varisiyigle camera by piecing together images from five forward
of cameras, lens types, and camera locations with differdabking cameras into a cross [14]. When moving to real robots,
degrees of success. Prior studies of USAR systems in cosending video from five cameras will require a great deal of
petition have shown that particular combinations of factotsandwidth. However, the study does show that better views of
provide an operator with more or less SA, but the complexity remote environment assist in more effective navigation.
and variety of systems at a competition, combined with the In this paper, we present the first studies of the impact of
limited number of runs, make it difficult to evaluate anyamera location and multi-camera fusion on actual robots in a
single factor with experimental significance [18], [11]. A teanSAR task. We devised two sets of experiments. In the first,
with an optimal camera location, for example, may have poare compared a camera with an overhead view to a traditional
navigational control or inadequate hardware for the terraiforward looking camera. In the second, we compared the use
rendering the excellent camera position useless with respett single forward looking camera to the use of two cameras,
to completing the task. one on the front of the robot and one on the rear.

One idea that appears to be successful across multipléur experiments show that an overhead view that includes

I. INTRODUCTION



the robot chassis significantly increases the situation awarenessgponding to velocity commands and executing them with a
of the operator as measured by the number of collisions durisgfe mode on or off. In safe mode, the robot will slow down
a maze traversal. We also found that having two cameras, @it approaches an object it detects using sonar and IR, and
forward-facing and one rear-facing, results in improved SA #&swill stop if it senses an object within 6-10cm. The robot
measured by a reduction in the number of collisions from thgnores its sensors when safe mode is turned off.
one camera case to the two camera interface cases. The relevant capability of the vision module for this task
is its ability to send compressed images with a variety of
options through the IPC communication protocol. For the user
We performed two sets of experiments on two robotitials, we used only the smallest and most highly compressed
platforms, described below. The first system was developedages. However, the user could choose between color or
at Swarthmore College for testing the use of overhead agrkyscale images on the fly using the slider on the Wingman
forward looking cameras. The second system was develogegstick: the greyscale images are slightly faster to update, but
at UMass Lowell for testing the use of multiple cameras. some objects are difficult to detect without color. In addition,
the vision module controls the PTZ cameras and can take
directions for pan, tilt, and zoom actions from the operator
interface via IPC messages. The operator controls the pan, tilt,
and zoom features of the active camera via the buttons on the
top of the main joystick handle. Finally, the vision module
controls which camera is active. When switching between
cameras is allowed, the operator can use a button on the front
of the joystick to send a message to the vision module to
switch cameras. The camera switch is completely executed in
software, and the delay is very shott (s). Figure 2 shows
views of the same scene from the forward (figure 2a) and
overhead cameras (figure 2b).

Il. HARDWARE & SOFTWARE OVERVIEW

A. Overhead and Forward Camera System

(a) (b)
Fig. 1. (a) iRobot Magellan Pro with forward and overhead cameras. (b)
Operator station.

The platform used for the overhead vs. forward experiment
is an iRobot Magellan Pro. The robot has three rings of sensors
around the base: 16 bump sensors, 16 short range infrared
sensors, and 16 sonars. In addition, the robot has an on-
board 900MHz Pentium lIl, a wireless 802.11b bridge, and a
framegrabber with three NTSC video inputs. The two cameras,
shown in Figure 1(a), are Canon VC-C4 cameras with pan-
tilt-zoom capability, controlled via serial port connections.

The operator station, shown in Figure 1(b) is a dual-
processor Pentium IV system running Linux (Debian Sarge
distribution) with a 19in LCD monitor and a Wingman Ex-
treme USB joystick controller. All of the controls for the
system that the user is permitted to access during the trials
are available through the joystick and its associated buttons.

The software system for the Magellan consists of three
modules running concurrently on the robot and the interface
running on the operator station. All communication between
the modules on the robot and the interface takes place through
IPC, developed by Simmons [13].

The three modules on the robot are a Navigation mod-
ule [Nav], a vision module [SVM], and a monitor program
[Robomon] that watches the other two, starting, halting, or (b)
restarting them as necessary. For more detail on the navigaﬂ:&h 2. (a) Forward camera and (b) overhead camera view of the same scene.
module see Maxwell et al. [9], and for the vision module
see Maxwell et al. [8]. The Navigation module is capable of The operator interface, also shown in Figure 2, consists




of a main panel showing the view from the currently activeamera view and drive out as if driving forward. This is safer
camera. Green bars overlaid on the video show 0.5m distanaesl more efficient than backing out or physically turning the
projected onto the ground plane and always stay pointing in trabot around.

forward direction relative to the robot, even when the camera
is panned to the side. In addition, the red bars above as well
as to the left of the video window show the user the current

pan-tilt position of the cameras. The width of the red bars

indicates the zoom setting: a wider bar means a higher zoom
setting. In the upper right corner, there are two text boxes.
The upper box indicates whether safe mode is on or off. The
lower box is a timer showing how long the user has taken so
far on the current task. In the lower right of the screen are two
displays showing the current readings of the sonar (upper) and
the infrared sensors (lower). The white triangles show distance
to detected obstacles (free space).
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B. Front and Rear Camera System

(a) (b)
Fig. 3. (a) iRobot ATRV-JR with front and rear cameras. (b) Operator station.

The robot platform used for the testing of the number of
cameras is an iRobot ATRV-Jr robot (see , figure 3a). The robot (b)
has a 2.8GHz Pentium IV processor, a SICK laser rangefinder, T
a ring of 26 sonars, a lighting system, a four stream frame
grabber, and two Canon VC-C4 pan-tilt-zoom cameras. The
cameras are equipped with wide angle lenses, resulting in an
80 degree field of view when the camera is fully zoomed out
(opposed tod7.5 degrees without the wide angle lens). One
camera is mounted on the front of the robot and the other on
the back.

The robot has four autonomy modes: teleoperation, safe,
shared, and autonomous, based upon [2]. In the teleoperation
mode, the operator makes all decisions regarding the robot’s (
movement. In safe mode, the operator still directs the robot,
but the robot will not allow the operator to drive it into (c)
obstacles. These two modes are similar to the autonomy moggs 4.  (a) The full interface designed for the USAR system. (b) The
on the system described above for the camera view tests; o$i||'9plified interface with a single camera view. The interface looked like this

these two modes were used in the experiments so the systé% oth the single camera and switchable two camera experiments. (c) The
Simplified nterface with two camera views. The camera displayed in the larger

WOU'q have similar capabilities. ~ window can be switched with the camera displayed in the smaller window.
Using the rear camera, we have created an Automatic Di-

rection Reversal (ADR) mode. We made it possible to reverse

the robot’s travel direction in a way that makes the front and The interface has been designed with the experience of
rear of the robot virtually identical from the user’s perspectivéhree years of studying existing interfaces designed by other
When the user switches to the rear (or front) camera view, thestitutions for USAR [12], [17], [5], [18]. A major influence
interface automatically remaps the joystick drive commanads our design philosophy comes from the observation that
and the display of range information accordingly. This meansers of USAR interfaces become so absorbed in the video
that the user can drive the robot into narrow confines withodisplay that they ignore all other information on the interface.
having to back out; the user can simply select the oppositée exploit this behavior in our design by placing important
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information, such as ranging data, on and around the maim)
video display to make it difficult for users to overlook. Our full
interface is showing in figure 4a. Around the video window are
indicators showing the current readings of the sonars (with red
being the closest to gray the farthest). On the video window,
crosshairs are drawn to indicate the pan and tilt positions
of the camera. To the right of the large video window is a
display of the map being built as the robot moves around the
environment. Below the video window is the selection area
for modes and below the map area is the speed control and
battery indicator. Above the large video window is a display
for the robot’'s suggestion system. (A full description of the 5)
robot system and interface can be found in [1].)

For these experiments, we modified the interface to make it
more analogous to the interface used for the camera placement
experiments. The two interface conditions used for the exper-
iments are shown in figure 4b and c. In both, the large video6)
window on the left shows the current camera view. Figure 4b
shows a single video window; this interface was used for
testing the single camera condition as well as the switched
two camera display. Figure 4c shows two video windows; this
interface was used for the two camera, two display condition.

In the two window interface, the primary camera (related
to the current forward direction of travel) is shown the larger
window. The smaller window displays a “rear view mirror”

The operator would then undertake three runs. Each
run used a different camera setup. For the overhead
vs. forward tests, the three camera setups were forward,
overhead, and switchable. For the one vs. two camera
tests, the three camera setups were forward, a single
window with a switchable view of the front and rear
cameras, and two windows displaying the front and
rear cameras. To ensure that a learning effect did not
account for the variation in the data, we randomized the
order in which the operators used the different camera
configurations.

The task for each run was to go to each of three objects
specified on the map. All operators completed the same
three layouts which had unique start positions and object
locations. To eliminate any learning effect, the ordering
of the layouts was changed from operator to operator.
Observers mapped the path of the robot through the
maze by hand, noting collisions and the time of each
collision relative to the start of the run. In addition, we
tracked time to each object, total time for each run,
logged all commands send from the interface to the
robot, and videotaped the operator interface.

view of the world by inverting the video stream from the =
camera on the current “back” of the robot. The camera view:|” =
can be switched using a button on the joystick. Switching the| .
camera views invokes the ADR mode described above. Th i)

interface controls are shown in figure 3b.

Ill. EXPERIMENTAL DESIGN

For both sets of experiments, we used the same experiment
design. Each experiment had three conditions. The overhee
and forward camera experiments were run on 19 subject|

) RUN 1 START

ranging in age from 18 to 45, with 9 men and 10 women.
The forward- and rear-looking camera experiments were run
on 19 subjects ranging in age from 18 to 50, with 11 men and
8 women.

1) A member of the research team would first explain the
interface to the operator and demonstrate the use of the
joystick and the features of the robot system. During the
training phase, the robot was in the same room as the
operator, which contained a small training maze. The
same member of the research team trained all of the
operators. Training generally took 10-15 minutes.

The operator would then navigate the robot through the
training maze until he or she felt comfortable navigating.
The operator was then given a map of the test maze,
which was in a separate room, and the task of finding
three objects identified on the map. The map and test
arena for the camera placement tests are shown in figglrée
5; the single vs. dual camera tests used a similar map and
arena, with wider corridors to accommodate the larger
ATRV-JR robot.

2)

3)

(b)

5. (a) Map provided to operators. (b) Overview of maze used for testing.



IV. RESULTS& DISCUSSION that, overall, the operators used the overhead camera more
A. Overhead v. Forward Camera than the forward camera when they had a choice. In fact, the

For all subjects we compared total time on task and tﬁéght operators who had no collisions during this run used the

- verh mera on aver five times more than th h
number of collisions for the three camera setups. The meaps. ead camera on average five times more than they used the

I . cirWard camera (365s versus 76s), an even stronger preference
standard deviations and standard errors are shown in tablethan that demonstrated by the group as a whole

Case Time (s) | o "—Jtv Collisions | o, ";‘V '
Forward 435 | 168 | 39 76 2.0 | 0.47 Variable Mean | o
Overhead 207 181 ) 13 151 034 Time on Forward Camera| 120s | 138s
SW|tCh|ng 436 196 45 1.0 13 0.29 Time on Overhead Camera 318s 204s
Number of Switches 11.7 | 13.7
TABLE |
TABLE Il

COMPARISON OFTIME AND COLLISIONS RESULTS BY CAMERA

ANALYSIS OF SWITCHING CONFIGURATION
CONFIGURATION

The aggregate numbers, however, do not well represent the

Wh”s t?eloc;/efrhetad tcr:lameﬂr]a p;ﬁduied a mean time th%gulation, which had multiple modes. For example, of the
was abou o faster than the ofher two camera cases, operators, nine spent less than 15% of their time using

diftfﬁrence _is Sott tsigtmfic;{]gvg 42 E)r gge][head VSH fo(rjward the forward camera, and only one of those switched cameras
w i s. palrcla: 'tﬁs Af _b ,fp _” -oU for-over ez VS: more than 5 times the entire task, giving an average of less
switching). For the number of collisions per run, OWEVEfHan 4 switches per run for people using the overhead camera

;he o:;erk;ead adnd switching cas%?)la:e Elgtrs]lflcantly d:flere tleast 85% of the time. The other ten operators spent at least
rom the forward camera casg { . or both Cases, W€ 5004 of their time using the forward camera, and switched

ther_e i_s no significant difference betwee_zn the overhead a@%neras on average 16 times. Only three of 19 operators used
swtiching casesp( = .48)). In fact, having access to the he forward camera a majority of the time, and the operator

foverlheadt ;:]all”?tehra V|rtt)yallty eEI|_mr:?ated c;oII|S|honds for th'S”.t"." ho used the forward camera the most still used the overhead
oraimost hall the subjects. eight operators had Zero co 'S'OE mera 27% of the time. In contrast, two operators used the

for the _overhead case, eight_ operators had zero coIIi_si_ons Nerhead camera for the entire run without switching at all.
the swiichable case, and six operators had no collisions Mhese findings all support the conclusion that an overhead

either case. Of the six people with zero collisions in bo ew that potentially includes the body of the robot signifi-

the_qverheaq and switchable cases, their average nymbeE tly decreases the number of collisions operators make with
collisions using the forward camera was 3.3, with a minimu e environment

of 2 and maximum of 5. All subjects had more collisions using
the forward camera than in the overhead or switchable casBs.Number of Cameras

We also analyzed the data based on the run ordering. Tabley .. ¢ the two camera cases resulted in improved situa-
Il shows the results based on the run order. Time on task drq awareness, measured by the number of collisions with

by less than a standard deviation between the runs, but dﬂg@ environment: results are shown in table IV. The most

show a consistent trend as people learn the interface and %Qﬁwificant difference { < .02 for a two-tailed paired t-test,
task. Note, however, that the number of collisions drops only™ _ 18) is between the single camera configuration and

slightly from run to run, and the differences are not statistical%e two camera display. There is also a significant difference

sigr_1if_icant_. Th_erefqre, we can conclude that_ the r_eduction Hatween the single camera configuration and the switched
collisions is primarily due to the camera configuration and nQt hera displayy(< .04). The number of collisions in the two

due to operators learning the system. camera configurations are not significantly different(.67).

Case [ Time (s) [ o+ | 2= [ Collisions | o Te

e 15 515 4Jg — 5 15V8 Case Time (5) | o "]‘V Collisions | o. \‘;Lﬁ
Run2| 396 | 140 32 22 | 2.1 048 1 Cam 401 1132] 31 54 132]073
Run3| 372 | 157 | 36 20 | 23] 054 zoams, | e | s | s 20 | 27| o6s
TABLE I 2 Cams,
COMPARISON OFTIME AND COLLISION RESULTS BY RUN ORDER 2 Disps 375 154 36 3.6 2.7 ] 0.62
TABLE IV
COMPARISON OFTIME AND COLLISIONS RESULTS FORONE VS. TWO
The final analysis looked at the case where operators had CAMERAS

the choice of using either camera. Table Il shows the average
amount of time spent using each camera and the average
number of switches. On average, operators used the overheathere is no significant difference between camera configu-
camera almost three times more than the forward camera. Thgons for the time needed to complete a run (see table IV).
difference is statistically significanp (< .001), demonstrating We appear to see a learning effect with the time needed to



Case | Time (s) | o % Collisions | o, \‘;Cﬁ Variable Mean o
Run 1 142 137 32 43 311 0.70 Time on Forward Camera | 259s | 149s
Run 2 14 153 36 18 20 0.66 Time on Backward Camera 113s | 131s
Run3| 353 | 133 | 31 338 3.0 | 0.68 Number of Switches 49 | 53
TABLE V TABLE ViII
COMPARISON OFTIME AND COLLISION RESULTS BY RUN ORDER FOR ANALYSIS OF SWITCHING CONFIGURATION TWO VIDEO WINDOWS.

ONE vS. Two CAMERAS

One of the subjects did not switch to the rear camera in
complete runs based upon the averages (see table V). Howeyggher of the two camera interfaces. The other eighteen subjects
these differences are not significant. Additionally, we do n@hade at least one camera switch in the single display case.
see a learning effect with the number of collisions; there is ngowever, we found that three of these eighteen subjects did
significant difference in the number of collisions based upaibt switch cameras at all in the two display case. One of

the order of the runs. these subjects noted that he didn’t need to toggle the cameras
Case Back Hits (mean)[ o because he had both views on the interface.
1 Cam 0.58 0.84 The subjects were asked which camera view they preferred.
2 Cams, Ten of the nineteen preferred the front camera, seven of the
?Vé’:';cnr;‘;d 0.21 042 nineteen didn’t have a preference, and one subject preferred
2 Disps. 05 1 the back camera, saying that it was “better for some reason.”

Five of the ten people who preferred the front camera said
that they liked it because they could see the front bumper
when they tilted the camera down all the way. (The laser
rangefinder in the front of the robot makes the front bumper

Our results show that situation awareness in the back $fck out more than the back bumper; the rear camera can not
the robot is improved for the two camera conditions, wheth¢ tilted down enough to see the back bumper.) When the front
or not the rear camera is currently being displayed. Havigmera is tilted down, the operator can see the whole bumper
the ability to see behind the robot reduces the number &hd 2-3 inches on either side of the bumper. We found that
collisions, as shown in table VI. However, the differencée five users who had the strategy of looking at the bumper
between the back hits for the Sing|e camera case is Signiﬁcaﬁﬂylocalize the robot in the environment had fewer collisions
different for On|y the switched two camera interfam 02) (mean: 8.0 COIIiSionS, standard deviation: 41) than the other
When both cameras are displayed, the hits are not significarfﬂwteen subjects (mean: 14.7 collisions, standard deviation:
different than the Sing|e camera Ca_p&( ]_7) We believe that 66) This flndlng correlates with the results obtained while
the difference is due to the fact that although both windows &i@sting with the overhead camera.
displayed, the user still focuses on the primary video window, We found that most of the hits occurred not on the robot
missing things in the rear camera view. Additiona”y, WheﬁhaSSiS, but on the tires; 75% of the times that the robot hit
the user switches the camera that is d|sp|ayed in the pr|mf§ﬂy obstacle with its front, it hit with the tires. These tires Iay
window, the ADR mode is turned on, making the direction di/st outside the visible area and widen the robot by about five
travel change with respect to the camera being used. In the ti¥ghes on each side. Despite warnings by the instructor, users

camera disp|ay, we found that Subjects would back up usiﬁgntinually went on the assumption that the boundaries of the
the smaller “rear view” video window, resu]ting in additionayideo reflected the boundaries of the robot. Also of interest,

collisions. we found that 71% of all hits occurred on the tires.
Fifteen of the nineteen subjects, or 79%, preferred the inter-

TABLE VI
NUMBER OF COLLISIONS OCCURRING IN THE BACK OF THE ROBOT

\T’f:;':b(')i e '\é"f?;‘ 77 face with two camera displays. Three of the subjects preferred

Time on Backward Camera 128s | 99s the interface with two cameras that could be switched in a

Number of Switches 77 | 72 single video window. Two of these subjects had little computer
TABLE VII experience, leading us to believe that they might have been

ANALYSIS OF SWITCHING CONFIGURATION SINGLE VIDEO winDow, Two ~ Overwhelmed by the two video windows. The final subject
CAMERAS. expressed no preference between the two interfaces with two

cameras, but did prefer these two to the single camera case.
No subject preferred the single camera case.

We analyzed the number of switches made between the twdVhen asked to identify the best feature(s) of the inter-
cameras in the single and double window cases (see tablesfdte, the subjects mentioned pan-tilt-zoom (8 of 19 subjects),
and VII). In both cases, the subjects spent more time usisgitching between cameras (6), the sonar display (4), safe
the forward camera than the rear camera. This result is mode (2), teleoperation mode (2) and the crosshairs showing
unexpected, as most operators will spend more time movitige pan and tilt of the camera (1). When asked to identify
the robot forward. the least favorite features of the interface, the subjects stated



the control for the pan-tilt-zoom (5), having no view of theéBaker, Andrew Chanler and Munjal Desai for assisting with
tires (3), needing to hold down the joystick trigger to movéhe user tests at UMass Lowell.

the robot (3), and safe mode stopping their progress (3). Four
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