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ABSTRACT
Personal video conferencing is now a common occurrence
in long distance interpersonal relationships. Telepresence
robots additionally provide mobility to video conferencing,
and people can converse without being restricted to a sin-
gle vantage point. The metrics to explicitly quantify person
to person interaction through a telepresence robot do not
yet exist. In this paper, we discuss technical requirements
needed to support such a communication. We also look at
the fields of human-computer interaction (HCI), computer
supported cooperative work (CSCW), communications, and
psychology for quantitative and qualitative performance mea-
sures which are independent of interpersonal relationships
and communication task.

Categories and Subject Descriptors
I.2 [Robotics]; D.2.8 [Software Engineering]: Metrics—
complexity measures, performance measures

General Terms
Measurement

Keywords
Human-robot interaction, human-computer interaction, em-
bodied video-mediated communication

1. INTRODUCTION
Both video conferencing and telepresence robots are re-

cent technologies. Friends and family who are located across
continents keep in touch with each other through their web
cameras and streaming video chat applications such as iChat
and Skypelaunched in 2003 and 2006,respectively [2,55]. As
of December 2010, there were 145 million connected Skype
users, and in the fourth quarter of 2010, video calls were 42%
of the Skype-to-Skype minutes [56]. A number of telepres-
ence robot platforms have emerged in the last decade: In-
Touch Health’s RP-7 in 2003, RoboDynamics’ TiLR in 2005,
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Figure 1: Hugo (an augmented VGo Communica-
tion’s VGo telepresence robot) is being driven re-
motely and being used to walk alongside a colleague,
actively participating in a mobile conversation. The
driver can be seen on Hugo’s screen.

HeadThere’s Giraffe (now Giraff Technologies AB) in 2006,
Willow Garage’s Texai (now Suitable Technologies) in 2009,
Anybots’ QB and VGo Communications’ VGo in 2010, and
Gostai’s Jazz and 9th Sense’s TELO in 2011. This mobile
video conferencing technology is currently out of the price
range for many personal consumers as the platforms range
from $6,000 USD for a VGo robot [69] to $5,000 monthly
rental fees for an RP-7 [31]. However, we anticipate that in
the near future the telepresence robot will become a common
household electronic device, much like the personal com-
puter [65].

We believe that telepresence robots can be used to recreate
the closeness a remote person would have if he or she were
physically present with his or her family and friends better
than a telephone or video chat conversation. Hassenzahl
provides insight as to why:

We have all experienced the awkward silence when
we have run out of stories to tell while not want-
ing to hang up on our loved one. This is the re-
sult of a misfit between the conversational model
embodied by a telephone and the psychological
requirements of a relatedness experience. [21]

Telepresence robots provide a remote person with a physical
avatar in addition to two-way video and audio (Figure 1).
For some people, the robot may still be used exclusively as
a conversation tool. Other people may want to use telepres-
ence robots to check on their family, while still others may



(a) Diagram of interactivity and (b) Face to face (FTF) (c) Phone conversation
personalness scales [baseline] (audio only, AO)

(d) Video conferencing (e) Telepresence robot (f) Instant messaging/chat
(video mediated communication, VMC) (TPR) (IM)

Figure 2: (a) Participants were asked to categorize communication technologies. Original diagram by Jake
Knapp of Google; modified to include region enumeration. (b-f) Frequency counts are shown inside each
category and the mode is marked by a solid black outline (n=96).

simply want to be present in a space to feel more included
in an activity.

Researchers have investigated the efficacy in which people
can use telepresence robots to navigate in remote locations
(e.g., [40,59,60,62]), the interfaces to do so (e.g., [40,58,61]),
and how the robots should be designed (e.g., [8, 11, 12]).
Telepresence robots have great potential to provide utility
in workplaces (e.g., [37,62]), in schools (e.g., [53]), in homes
(e.g., [9]), and for excursions to museums, sporting events,
and the theater (e.g., [5]), for example. However, the qual-
ity of a person to person interaction through a telepresence
robot has not yet been explicitly quantified. In this pa-
per, we discuss the performance measures needed to assess a
communication by leveraging work from the fields of human-
computer interaction (HCI), computer supported coopera-
tive work (CSCW), communications, and psychology.

1.1 Comparison of Interaction Mediums
We conducted a survey to investigate how people would

categorize several communication technologies with respect
to interactivity and personalness. The baseline was “face
to face” (FTF) interaction; the technologies included video
conferencing, telephone call, telepresence robot, and instant
messaging/chat. Each technology has at least one layer of
indirection. For example, a phone conversation can be mis-
interpreted given the lack of facial expression. Text-based
instant messaging additionally lacks vocal intonation but in-
cludes some level of emotion through emoticons and meta-
actions (e.g., smiley face :), *hug*). Video conferencing has
audio and facial expressions and gestures seen through a we-

bcam; however, the webcam provides a single vantage point
and is subject to adjustment (or lack thereof) by the video
conferencing recipient. Telepresence robots also have two-
way audio and video, and additionally provide a mobile em-
bodiment to the remote party which allows for independent
movement.

The survey was conducted using Amazon’s Mechanical
Turk (MTurk). For each means of communication, MTurk
Workers were asked where they would place it in Figure
2a with respect to the communication’s personalness and
interactivity. That is for example, a highly personal and
highly interactive communication method would be placed
in the top-right quadrant in category 5. Because telep-
resence robots are an emerging commercial technology, we
showed MTurk Workers photos of five examples: VGo, RP-7,
QB, Texai, and TiLR. We also provided the following defi-
nition: “A telepresence robot can be thought of embodied as
video conferencing on wheels: the robot is a representation
of you. You can see what is around the robot through its
camera and hear through its microphones. People with the
robot can hear and see you too.” Ninety-six people partici-
pated in the survey and were each paid $1.00.

Figures 2b-f show the category frequency for each com-
munication method. Face to face interaction was chosen en
masse as both highly personal and highly interactive; 76%
of the participants (73 of 96) selected category 5 in Figure
2a. The communication technologies however had less of a
consensus. Participants selected categories in the top right
quadrant (categories 4, 5, 9, and 10 in Figure 2a) for phone
conversations (71%), video conferencing (75%), telepresence



Figure 3: Averages and standard deviations for
face to face (FTF), phone call (audio only, AO),
video conferencing (video mediated communication,
VMC), telepresence robot (TPR), and instant mes-
saging/chat (IM). Plus signs denote averages in the
form (interactivity Ī, personalness P̄ ), and rectan-
gles denote ± 1 SD.

robot (55%), and instant messaging (48%). The communi-
cation technologies were rated all as personal and interactive
but to varying degrees given that 25 or fewer participants’
votes comprised the modes.

We then transformed each communication method’s cate-
gorical data into continuous data by separating each axis
and assigning values. For the interactivity axis, a value
of one was assigned to the left-most category (not at all
interactive) and five to the right-most (highly interactive).
The frequency count for each column was summed and di-
vided by the number of participants (n=96), thus yielding
the weight of the value. We multiplied each category value
by its calculated weight. Summing these results provided
the average value in rational form, which provided insight
if a communication method split two categories on a sin-
gle axis. We similarly calculated the average value along
the personalness axis where a value of one was assigned to
bottom-most category (not at all personal) and five to the
top-most (highly personal).

Figure 3 shows the averages and standard deviations for
the communication methods. We conducted unpaired t-tests
for all of the communication method permutations with re-
spect to personalness and also with interactivity. The sig-
nificance value is α=0.005 as we divided the goal 95% con-
fidence value by the ten test permutations. Face to face
interaction rated as the most personal and the most interac-
tive form of communication (P̄FTF =4.75 (0.61), ĪFTF =4.64
(0.74)) We found that the face to face interaction was signif-
icantly more personal than all of the communication tech-
nologies (ppersonal<0.002). It was significantly more in-
teractive compared to a phone call and instant messaging
(pinteractive<0.001), but not so when compared to video con-
ferencing (p<0.158, t(190)=1.419) or telepresence robots
(p<0.010, t(190)=2.586).

Phone calls were also highly personal but less interactive
than face to face interactions (P̄AO=4.34 (0.88), ĪAO=3.94
(0.96)). We found that phone calls were significantly more
personal than instant messaging and telepresence robots
(ppersonal<0.001), but significantly less interactive than video
conferencing (p<0.001, t(190)=3.570) and also telepresence
robots (p<0.007, t(190)=2.720) though not significantly. On
the other hand, video conferencing was highly interactive
but less personal than face to face interactions (P̄V MC=4.11
(0.92), ĪV MC=4.48 (0.82)). We found that video confer-
encing was both significantly more personal and more than
interactive instant messaging (p<0.001). When compared
to telepresence robots, video conferencing was significantly
more personal (ppersonal<0.001) but was not significantly
different with respect to interactivity (p<0.295, t(190)=1.052).

As shown in Figure 2e, 92% of the participants rated
telepresence robots as interactive despite being given only
pictures of telepresence robots and a brief description as to
their capabilities. However, there was a lack of consensus
as to how personal an interaction using a telepresence robot
could be. We hypothesize that this result is because telepres-
ence robots are a new commercial product and while people
may know of their existence, they are not yet familiar with
them. Therefore, we must look at performance measures
that assess the quality of interaction through telepresence
robots in pieces: the quality of a communication from a
technical standpoint (audio and video), and the quality of a
human-human communication through a telepresence robot.

2. AUDIO SIGNAL MEASURES
The most important component of communicating through

a telepresence robot is the conversation itself. Rosenberg
notes that audio quality can be measured in terms of being
able to understand speech and the fidelity of the speech it-
self [50]. In terms of the speech fidelity, the audio quality
must be comparable at least to that of a landline phone [12].
The ITU-T G.711 Recommendation was initially designed
for the Public Switched Telephone Network with 64kbps
bandwidth in 1972 [30]. G.711’s digital counterpart, the
ITU-T G.729 Recommendation, was established in 1996 and
is popular for voice-over-IP telecommunication given its low
bandwidth requirements (8kbps), although at the cost of
high compression [29]. Rosenberg notes that as the au-
dio fidelity increases, the length of a conversation also in-
creases [50]. In a study of Skype’s SILK codec versus G.729,
he reports that users spent 40% longer in calls with the SILK
super-wide bandwidth (24kHz) codec.

A codec’s speech fidelity is measured by its Mean Opinion
Score (MOS), which is one item of a series of subjective rat-
ing questions measuring the quality of speech listed in ITU-T
Recommendation P.805 (see Table 1). Telecommunication
users may be explicitly asked to rate the quality of their con-
nection on a 5-point semantic differential scale where 1=bad
and 5=excellent. MOS can be determined using controlled
user studies in which the sound origin, sound destination,
and background noise are manipulated [27]. MOS can also
be derived from simulation tests such as the Perceptual Eval-
uation of Speech Quality (PESQ) [25].

Speech intelligibility is measured on a 5-point scale the like
MOS scale [57]. Steeneken notes that speech intelligibility
can be predicted using several methods. The Speech Inter-
ference Level (SIL) subtracts the average noise level within
the 500-4000Hz range from the estimated speech level [7].



Table 1: Subjective evaluation of conversational quality from ITU-T Recommendation P.805 [27]
Question Scale

What is your opinion of the connection you have just been using? [Mean
Opinion Score (MOS)]

1=bad quality; 5=excellent quality

How would you assess the sound quality of the other person’s voice? 1=severe distortion; 5=no distortion at all,
natural

How well did you understand what the other person was telling you? 1=severe loss of understanding; 5=no loss of
understanding

What level of effort did you need to understand what the other person
was telling you?

1=severe effort required; 5=no special effort
required

How would you assess your level of effort to converse back and forth
during the conversation?

1=severe effort required; 5=no special effort
required

Did you detect (insert distortion of interest here)? yes/no
If yes, how annoying was it? 1=severe annoyance; 5=no annoyance

The expected SIL result is a decibel level where values less
than 3 are bad, between 3 and 10 are poor, between 10 and
15 are fair, between 15 and 21 are good, and above 21 are
excellent [57]. The Speech Transmission Index (STI) pre-
dicts nonsensical speech accounting for the speech and noise
range, bandwidth, and physical characteristics of the envi-
ronment [23]. The STI value ranges between 0 and 1 where
values less than 0.30 are bad, between 0.30 and 0.45 are poor,
between 0.45 and 0.60 are fair, between 0.60 and 0.75 are
good, and above 0.75 are excellent [57]. Barnett and Knight
proposed a common intelligibility scale where CIS = 1 +
log(STI) [4]. The Speech Intelligibility Index (SII) is simi-
lar to STI and also predicts syllabic phonemes in speech [1].
The SII value also ranges between 0 and 1 where values less
than 0.45 are poor and above 0.75 are good [57].

Speech intelligibility can also be quantified in terms of
the number of echoes, feedback occurrences, and cutouts
(e.g., [20, 41]). We designed a study, detailed in [12], to
investigate the use of telepresence robots in ad-hoc scenar-
ios, specifically moving down a hallway while simultaneously
having a conversation. We noted each run in which echo,
feedback, and cutout occurred through analysis of the robot
driver’s screen captured video which included audio. It is
also possible to obtain a speech intelligibility measure quali-
tatively as telecommunications users may explicitly be asked
in post-experience surveys; ITU-T Recommendation P.805
contains four questions relating to intelligibility (Table 1).

3. VIDEO SIGNAL MEASURES
Audio is critical for carrying the content of a communica-

tion between two parties. Video can communicate emotion
through facial expression and gestures, mutual gaze, and
conversational attention [67]. Video information is also crit-
ical for telepresence robots in navigating a remote location.
Due to the mobility afforded by these robots, the informa-
tion must be transferred wirelessly. Video streams constitute
a significant portion of the data transferred and can be ad-
versely affected by the network connection. The quality of a
wireless connection is influenced by several factors including
bandwidth, latency, and packet loss.

We designed one study, detailed in [12], to compare the
video streams from the QB and VGo telepresence robots
against a Sprint EVO Android phone. We placed an eye
chart four feet in front of the robot and asked the par-
ticipants to read the letters from both the phone and the
robot’s video display. We asked the participants to follow a

Table 2: Video characteristics rating questions for
comparing QB and VGo telepresence robots and
EVO phone used in Desai et al. [12].

Item Scale

Overall quality 1=poor, 7=good
Field of view 1=too narrow, 7=too wide
Scale perception 1=could not gauge scale, 7=could

gauge scale
Contrast/white
balance

1=poor, 7=high

Resolution 1=too low, 7=too high
Color depth 1=low/grayscale, 7=high/true color
Degradation in 1=very noticeable, 7=not at all
quality noticeable
Pauses in video 1=few, 7=many
Latency 1=low, 7=high

person (an experimenter) through an area with a hallway,
cubicles, and a cafeteria. Following each run, the partici-
pants rated the video from the robot and EVO phone with
respect to field of view, ability to perceive scale, pauses in
video, latency, contrast, resolution, color depth, and quality
of degradation on a 7-point semantic differential scale (see
Table 2).

Based on the results and our observations, the guiding
principle for video streams for telepresence robots is to have
two video profiles: one while the robot is mobile (dynamic
video profile), and another profile for when the robot is
not moving (stationary video profile) [12]. Two profiles are
needed because the required video characteristics are mutu-
ally exclusive at times. Video is the most important sen-
sor information while controlling a telepresence robot. A
dynamic video profile should contain characteristics includ-
ing low latency, few pauses, graceful video degradation, and
scale perception. While the robot is stationary, the video
profile should contain characteristics including sharp con-
trast/white balance, increased resolution, and 8-bit color
depth or higher.

ITU-T Recommendation P.910 provides a protocol by which
multimedia content can be subjectively tested, including
sample questions regarding an image’s color, contrast, bor-
ders, movement continuity between frames, flicker, and smear-
ing/blurring [24]. Questions are rated on a modified MOS
n-point scale where 1=bad and n=excellent. ITU-R Recom-
mendation BT.500 provides a protocol for subjective test-



Table 3: Quantitative communication performance measures surveyed from HCI, CSCW, communications,
and psychology. Communication modes included face to face (FTF), audio only (AO), video-mediated com-
munication (VMC), and embodied VMC (eVMC) including telepresence robots.

Measurement Study Examples
FTF AO VMC eVMC

Frequency of communication over time [16] [16]
Number of words
• in total [45] [19,45]
• per participant [45] [42] [42,45]

Rate of words over time / percentage dialogue [19] [54]
Duration of conversation [16] [16,19] [54,66]
Number and/or duration of silences [32,52,64] [32,42,52] [17,32,42,52,64]
Number of overlaps [42] [42]
• simultaneous starts [45,52,64] [52] [17,45,52,64]
• floor holding/disfluencies (e.g., “um,”“er”) [45,52] [52] [45,52]
• sentence completion [45,52] [52] [45,52]
• interruptions [45,52] [52,64] [17,19,45,52,64]

Number of explicit handovers [32,45,52] [32,52] [32,45,52]
(e.g., question, name of next speaker)
Number of turns (attempts to gain the floor to speak) [32,33,45,52] [32,42,52,64] [19,32,42,45,52,64,68] [54]
Duration of turn / words per turn [32,45,52,64] [32,52] [19,32,45,52,64]
Distribution of turns [45,52] [52] [45,52]
Number of backchannels
• verbal (e.g., “mm,”“uh huh,”“okay”) [32,45] [32] [19,32,45]
• head nod [32] [32] [32]
• gaze [33,48] [68] [54,66]

Number of gestures (i.e., kinetic, spatial, point, other) [6, 32] [32] [32]

ing of the quality of television pictures [26]. Questions are
rated on either a 5-point MOS scale, a 5-point impairment
scale (1=very annoying, 2=annoying, 3=slightly annoying,
4=perceptible but not annoying, and 5=imperceptible), or a
7-point comparison scale (-3=much worse, 0=same, +3=much
better). Video signal quality can be measured objectively
using simulation tests such as the Perceptual Evaluation of
Video Quality (PEVQ) [28].

4. HUMAN-HUMAN COMMUNICATION
MEASURES

A high fidelity video and audio channel given sufficient
bandwidth provides the foundation for a human-human com-
munication. One common evaluation technique used by
companies investing in new telecommuting or virtual team
collaboration technologies is to ask a group of sample users
to solve a task collectively. The outcome is measured based
on the quality of the solution and the time it took to converge
(e.g., [64]). Another evaluation technique is to insert the new
technology into an existing workflow. Organizational behav-
ior is measured prior to and after the intervention. We used
this technique in one of our remote worker studies, detailed
in [62]. We selected six remote participants who had re-
curring meetings with teammates in Mountain View, CA;
the remote participants, located across the United States
and Europe, used either a QB or VGo telepresence robot to
attend their meetings in place of their normal video confer-
encing setup. Our pre- and post-experiment questionnaires
included 5-point Likert scale team cohesion statements [39].
These statements, however, would not be appropriate for in-
vestigating how telepresence robots affect familial relation-
ships. Our goal is to investigate quantitative and qualitative

communication performance measures which are indepen-
dent of interpersonal relationships and communication task.

Quantitative Measures. Table 3 summarizes quanti-
tative communication performance measures and provides
examples of studies utilizing them. These studies have been
drawn from HCI, CSCW, communications, and psychology
and look at different communication methods (i.e., face to
face (FTF), audio only (AO), video mediated communica-
tion (VMC), and embodied video mediated communication
(eVMC)). The frequency counts (e.g., number of words, si-
lences, overlaps, handovers, turns, backchannels, gestures)
and lengths (e.g., duration of conversation, silences, turns)
may be calculated from a recording into speech patterns and
speaker segmentation post-hoc coding. Researchers are also
investigating real time methods of processing audio signals
(e.g., [46]). Fels et al. [15] counted the number of success-
ful, partially successful, and failed communications in the
PEBBLES (Providing Education By Bringing Learning En-
vironments to Students) telepresence robot project. Kiesler
et al. [34] included a count for correctly recalling information
facts after interacting with a robot or robot-like agent.

Qualitative Measures. Open and axial coding from
grounded theory [18] can be used to enumerate qualitative
data such as observer notes (e.g., [66]) and interviews about
the participants’ experiences (e.g., [13, 35, 37]). Fish et al.
[16] looked at the conversational content from face to face
and video-mediated interactions. In the PEBBLES project,
Fels et al. [14] counted behavioral instances, specifically the
communication interaction, concentration, and initiative of
the remote participant.

Self report scales can provide a means to measure subjec-
tive qualitative data. A human-human communication with-



Table 4: Select items from Witmer and Singer’s Presence Questionnaire [70]
Question Scale

How much did the visual aspects of the environment involve you? not at all / somewhat / completely
How much did the auditory aspects of the environment involve you? not at all / somewhat / completely
How completely were you able to actively survey or search the environment
using vision?

not at all / somewhat / completely

How well could you identify sounds? not at all / somewhat / completely
How well could you localize sounds? not at all / somewhat / completely
How closely were you able to examine objects? not at all / pretty closely / very closely
How well could you examine objects from multiple viewpoints? not at all / somewhat / extensively

out a medium (or face to face, FTF) is difficult to directly
measure given the inherent involvement of interpersonal re-
lationships, and there are a number of scales that investigate
different types of relationships and situations (see [51] for an
overview). Witmer and Singer developed the Presence Ques-
tionnaire (PQ) to measure personal and social presence in
virtual environments [49, 70]. The PQ items are rated on a
7-point semantic differential scale. Four subscales have been
derived using factor analysis: involvement (α=0.89),1 sen-
sory fidelity (α=0.84), adaptation/immersion (α=0.84), and
interface quality (α=0.57). The involvement and sensory fi-
delity subscales contain seven items relating to auditory and
visual communication which can be applied to telepresence
robots shown in Table 4.

Yarosh and Markopoulos developed the Affective Ben-
efits and Cost of Communication Technologies (ABCCT)
to study communication technologies for personal use [71].
They created a simple language version for native English
speakers ages 8-10. The ABCCT-child was derived from
interviews of parent-child conversations, discussion with so-
cial connectedness experts, and an examination of the adult
ABC-Q (Affective Benefits and Costs in Communication
Questionnaire [22, 63]). The ABCCT-child investigates the
benefits (α=0.88) and costs (α=0.80) of using a communi-
cation technology. The questionnaire has 22 items which are
rated on a 5-point scale {never, rarely, sometimes, usually,
always} [71]. There are four benefits subscales: emotional
expressiveness, engagement and playfulness, presence in ab-
sence, and opportunity for social support. Three subscales
comprise the costs scale: feeling obligated, unmet expecta-
tions, and threat to privacy. Unlike the Presence Question-
naire, the ABCCT questionnaire does not explicitly discuss
the quality of auditory and visual communication. Instead,
it focuses on connectedness between two parties, the en-
gagement and expressiveness supported by a communica-
tion technology, and potential unmet expectations relating
to the response time and attention levels using a communi-
cation technology. The ABCCT-child questionnaire items
are fully detailed in Yarosh and Markopoulos 2010 [71].

5. APPLICATION OF COMMUNICATION
MEASURES

We will conduct a pilot study (n=3) in which people with
special needs will operate an augmented VGo telepresence
robot Hugo in their families’ homes [61]. These participants
are students and clients of the Crotched Mountain Rehabil-
itation Center (CMRC) community; for clarity, we will refer

1Cronbach’s alpha measures the internal consistency of re-
lated questions and α>0.7 is considered reliable [10,44].

to them as “the participants at CMRC.” Our goal is to es-
tablish if our target population finds benefit from socially
engaging with their families through the telepresence robot
as compared to video conferencing. We anticipate that the
initial sessions may be subject to a novelty effect from the
technologies; in our previous research, we have observed this
novelty effect cease within 15 minutes of using a telepres-
ence robot. The person being visited by the participant at
CMRC (herein known as “the remote person”) will interact
with the telepresence robot for two sessions, and the VGo
video conferencing software on a laptop for two sessions.

Neither video nor audio of the communication transmitted
or received through our telepresence robot will be recorded
during our studies. It is important for our participants to
understand that our telepresence robot will not record audio
or video and thereby ensuring their privacy. The lack of
audio and video recording prevents analysis of many of the
quantitative communication measures in Table 3. However,
we will note the duration of the conversation and the level
of conversational success as in Fels et al. 2001 [14]. We will
ask both the participant at CMRC and the remote person to
recall topics of conversation immediately following the end
of the communication as in Kiesler et al. 2008 [34].

After the second use of each technology, we will admin-
ister the quality of speech rating questions listed in ITU-T
Recommendation P.805 (Table 1), the Presence Question-
naire [70], and the ABCCT questionnaire [71] both to the
participant at CMRC and his/her family. Following the
completion of all four sessions (two with the robot and two
with the laptop), we will conduct interviews based on the
events that occurred during the sessions to gauge if the par-
ticipant at CMRC and his/her family found the telepresence
robot and the video conferencing software to be useful.

We will then conduct a longitudinal follow-on study in
which participants at CMRC will be loaned our telepresence
robot for up to one month each. They will be able to use
the telepresence robot whenever they want. Like the pilot
study, no audio or video will be recorded given the nature
of this study. We will additionally note the frequency of the
telepresence robot’s use, the duration of the conversations,
and the audio and video statistics of each session.

6. CONCLUSIONS AND FUTURE WORK
We have discussed potential quantitative and qualitative

performance measures needed to assess the communication
portion of the interaction, which are independent of inter-
personal relationships and communication task. Further,
we have described how the questions from the ITU-T Rec-
ommendation P.805, the Presence Questionnaire, and the
ABCCT questionnaire will be use in studying the differ-



ences between telepresence robots and video conferencing.
Interaction through a telepresence robot also includes the
concept of presence inherent to the ability of independently
moving about a remote space. Researchers have investigated
the Temple Presence Inventory [38] and the Oneness Ques-
tionnaire [3] to measure presence achieved through robotic
telepresence interactions [36, 43, 47]. We believe that items
from these scales and the Presence Questionnaire can be
added to explicit communication measurements to provide
a means to assess the quality of a person to person interac-
tion through a telepresence robot.
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